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The valence photoelectron spectra of water clusters are studied experimentally and by ab initio calculations.
The size dependence of the vertical ionization energy of the outermost orbitals is explicitly shown. A shift
toward lower values is observed. For small cluster sizes, it can be rationalized as an effect of charge
delocalization as the system is becoming more extended. Ionization energies of larger clusters decrease linearly
with inverse cluster radius and asymptotically approach the value of liquid water. In the calculations, we
apply a reflection principle approach based on sampling a quantum mechanical distribution of different initial-
state geometries to clusters. An excellent agreement of peak shapes calculated thus with measured ones is
shown. Using additional polarization fields, the extension of this approach to the photoionization of liquid
water is demonstrated. Upon deuteration of the water clusters, we experimentally and theoretically find slightly
larger absolute values of the vertical ionization energies. We suggest that the measurement of electron ionization
energies can be used as an alternative means to characterize water cluster sizes, which can complement the
use of scaling laws.

Introduction

The binding energies of the valence electrons in an isolated
water molecule are well-known.1 In an assembly of water
molecules, that is, liquid water, these binding energies change
due to the formation of a hydrogen bridge network between
the single molecules. A direct experimental investigation of these
changes by photoelectron spectroscopy has only been possible
recently.2 A detailed explanation of the observations remained
open however since, besides changes in initial-state orbital
energy, other factors may influence the observed binding
energies. These are (1) polarization screening of the positive
charge in the final state and (2) work function effects due to
surface charges. To delineate the contributions of these mech-
anisms is of great interest as it may yield further insights into
the phenomena of hydrogen bonding and solvation of a positive
charge by water molecules.

In this work, we have investigated the valence photoelectron
spectrum of small, free water clusters. We present a full
spectrum of the valence orbitals with high energy resolution,
and we discuss the position of the highest occupied molecular
orbital (HOMO) photoelectron peak in dependence of cluster
size. We demonstrate that our values extrapolate linearly toward
the limiting value for liquid water when plotted as a function
of inverse cluster size. To gain further insight into the na-
ture of interactions in the water clusters, we have modeled a
range of photoelectron spectra by ab initio quantum chemical
calculations.

Photoelectron spectra of water clusters were presented earlier,
but to the best of our knowledge, no systematic studies of their

dependence on cluster size have been carried out. The outer
valence spectrum of the water dimer was studied with a gas
discharge source.3 Björneholm et al.4 used synchrotron radiation
for excitation and greatly extended the energy range of this early
work. They reported the outer-valence- and the core-level (XPS)
photoelectron spectra, the latter already for a number of cluster
sizes. A valence photoelectron spectrum with improved ap-
paratus resolution was published by Öhrwall et al.5 In both
studies, only an estimate of the cluster size as “large” was given.
In a number of experiments, the ionic species produced by
cluster photoionization were recorded. The appearance energy
for the water dimer cation (H2O)2

+ was measured as 11.21(9) eV.6

Larger water clusters subsequent to ionization tend to relax by
emission of at least one neutral OH group, such that only
protonated species of the type (H2O)nH+ 7,8 are observed in a
mass spectrum. This shows that clusters are left with a
substantial amount of internal energy by the photoionization
process, which can be explained from the large difference
between neutral and ionic cluster geometries. The adiabatic
ionization energy of the respective water cluster species can
therefore not be determined by a vertical ionization process,
such as single-photon photoionization. For the water dimer
cation, an adiabatic value of 10.8-10.9 eV is found from a
charge exchange reaction,9 which is significantly lower than the
photoionization result given above. Comparison of appearance
energies measured with seeded cluster beams7 should take into
account that release of inner energy of the cluster cations can
take place by neutral monomer evaporation of seeding gas
atoms.10 A systematic study of the size-resolved appearance
energies of (H2O)nH+ cluster fragments appeared recently11 and
will be discussed below.

The experimental results presented in this paper are supple-
mented by theoretical data. We calculate the equilibrium
geometries and the vertical ionization potentials of water clusters
with 2-8 molecules. The contribution of nuclear effects to the
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width of the valence peaks is modeled by the use of the
reflection principle. We test different ab initio approaches,
showing their mutual consistency for describing ionization of
small clusters. The shift in the position of photoelectron peaks
is driven by two phenomena, charge delocalization and elec-
tronic polarization. The former effect dominates for small
clusters, while the latter is important to reach the bulk limit.
We have therefore also applied a dual approach, in which small
water clusters are immersed in a polarizable dielectric continuum.

Ionization spectra have already been studied theoretically for
one water molecule12 and for simplified models of liquid
water13-15 as well as ice.16 The importance of thermal and
electronic broadening in the liquid water ionization spectra has
been investigated, and their contributions were found to be of
comparable magnitude.13

So far, properties of small cationic water clusters were studied
mostly in the local minima conformations, for example, vertical
ionization energies were calculated,17 and the structure of the
ionized clusters, in particular of a water dimer cation,18,19 was
investigated. Ab initio dynamics studies of (H2O)n

+ clusters up
to n ) 6 have been carried out in order to address induced
structural changes in the ionized-state dynamics.20-25 To the best
of the authors’ knowledge, calculations in this paper represent
the first attempt to model both the position and shape of the
ionization spectra of small water clusters in the gas phase. Cabral
do Couto et al. have calculated orbital energies for water clusters
of several sizes.14 However, their cluster structures where taken
as samples from a molecular dynamics simulation of liquid water
with an effective interaction potential (TIP5P) and might
therefore differ from the clusters with optimized structure which
are covered here. Size dependence in that work was considered
to prove convergence to the bulk limit.

Methods Section

Experimental Section. Free water clusters were produced
by supersonic expansion of water vapor through a conical
nozzle. Water was kept in a heated reservoir inside of an
expansion chamber. Details of a similar setup have been
published.26 Our design uses a total reservoir volume of about
20 mL, which allows for about 6 h of uninterrupted operation.27

The water vapor expands into the vacuum via a conical copper
nozzle. The nozzle is mounted on a 4-VCR nut (Cajon, Solon,
OH), which is heated separately from the reservoir to avoid
condensation. For the measurements shown here, a nozzle
diameter of 80 µm, a half opening angle of 15°, and a length of
1100 µm were used. Temperatures of the reservoir and the
nozzle are measured by thermocouples. Seeding of cluster
production by coexpansion with an inert gas is possible but was
not employed here. Cluster sizes were determined from the
expansion parameters by a scaling law as derived from mass
spectroscopy by Bobbert et al.28 The overall error of cluster
sizes is estimated as 35%. A detailed discussion of expansion
parameters and cluster sizes determined is given in the Sup-
porting Information. Further details of our setup can be found
in ref 27.

A conical skimmer separated the expansion chamber from
the main chamber, in which the interaction with synchrotron
radiation from the storage ring BESSY II (Berlin, Germany)
takes place. Electrons from photoionization and subsequent
reactions of the clusters are collected by a commercial hemi-
spherical spectrometer (Scienta ES 200). The water reservoir
and expansion nozzle can be adjusted relative to the skimmer
with an xyz-manipulator. The spectrometer is mounted under
the magic angle of 54.7° with respect to the horizontal and

within a plane perpendicular to the photon propagation direction.
Details about this part of the apparatus have been published.29

For the water cluster experiments, other than that in ref 29, the
main chamber was pumped by a cryopump of 900 L/s nominal
speed (Leybold RPK 900), into which the cluster jet was
directed. Additionally, a 360 L/s turbo pump was used. Under
these conditions, the expansion chamber pressure was in the
10-4-10-3 mbar range, and the main chamber pressure around
10-6 mbar.

Photons were provided by the UE 112 lowE PGMa beam-
line.30 The undulator was set to produce horizontally linearly
polarized radiation. The 600 lines/mm plane grating was used
in grazing incidence. The pass energy and entrance slit of the
hemispherical electron analyzer were set to 20 eV and 500 µm,
respectively. The apparatus broadening of the spectra thus was
dominated by the analyzer contribution and is estimated to be
approximately 50-80 meV, in good agreement with the width
of the adiabatic photoelectron peak of the monomer 1b1 orbital
(HOMO). Photon energies were used without correction (error
estimated less than (0.1 eV), and spectrometer energies were
corrected to yield a binding energy for the monomer 1b1

adiabatic peak of 12.615 eV.1

Spectra recorded at a 30 eV photon energy were corrected
for the energy dependence of the electron spectrometer trans-
mission. This was estimated by measuring the area of the He
1s line, normalized to the flux of a GaAs photodiode, for
different kinetic energies. This procedure may, in principle,
suffer from the influence of higher-order radiaton on the
photodiode current. Relative areas of the monomer 3a1 and 1b2

photolines, however, after normalization were within the span
of earlier literature values (see below).31,32 For the spectrum
recorded at 60 eV, no transmission correction was performed.

The condensation degree of our cluster jet, defined as the
cluster signal versus the total signal, under typical expansion
conditions is 15-75%. To isolate the cluster contribution, we
have therefore subtracted a reference spectrum of the water
monomer contribution. In principle, such spectra can be obtained
by operating the source at low temperatures. However, we found
that in our setup, the cluster signal is negligible if the source is
fully retracted from the skimmer and moved away from the axis
connecting the skimmer opening and interaction region. As the
intensity ratio between the cluster + monomer and the reference
spectrum is not a priori known, the latter was scaled such that
the well-resolved vibrational structure of the 1b1 and 3a1 lines
was removed by the subtraction. To accomplish this, a minor,
reproducible energy adjustment of the reference spectrum was
necessary, which amounted to 7.5-30 meV, well within the
apparatus resolution. We assume an experimental origin of these
energy differences, which could either be buildup of charged
species in the interaction region or slightly differing positions
of the supersonic jet for clusters as compared to those for
monomer species.

A separate series of data (not shown) was recorded to compare
the spectra of water clusters with those of heavy water (D2O).
Analyzer and beamline settings were set as before. The
expansion conditions were made as similar as possible (see
Supporting Information for details), and the photon energy was
varied between 27 and 41 eV in 2 eV steps for both isotopes.
Results discussed below are from an average over all spectra
for the respective isotope.

Another separate experiment was used to derive relative
intensities for the monomer and cluster outer valence lines at
hν ) 61 eV. There, water clusters were produced by expanding
water vapor from a heated, external reservoir through a copper
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nozzle as described in ref 29. The nozzle was at room
temperature, and seeding with Ne gas was used to foster
condensation. Due to the use of a seeding gas, scaling laws as
discussed above cannot be used to determine the cluster size in
this case. We have therefore used the HOMO ionization energy
found in this experiment together with the size-ionization
energy relation proposed in this work to estimate a cluster size
(see below).

Peak positions from the experimental spectra were extracted
either as the peak maxima or by a least-squares fit of a sum of
Gaussian profiles plus a linear background to the experimental
data. Only the part of the spectra containing the 1b1 peak was
subjected to this analysis. The background due to overlap with
the 3a1 cluster peak was represented by another Gaussian of
fixed width and position.

Calculation of Photoelectron Spectra. Photoionization
spectra were calculated at ab initio level for various small water
clusters (H2O)n, n ) 1-6, 8. Small water clusters up to n ) 5
are represented by cyclic structures; for (H2O)6, both prism and
cage structures were calculated, and the (H2O)8 cluster was
considered in a cubic geometry. Ground-state geometries were
calculated at the MP2 level.

We have calculated both the position of the photoelectron
peaks and the shape of the photoelectron spectra for the
respective clusters. The spectra included the first 3n ionized
states, that is, all outer valence ionization bands were included
in the calculations. For illustration, the shapes of the respective
orbitals from our calculations are shown in Figure 1. (Note that
quasi-degenerate orbitals for polymeric systems are not unique
and may be easily transformed to different shapes by various
approaches.)

Several different ab initio approaches were employed to
model the spectra.

(a) PMP2/TDDFT approach. Here, the first ionization po-
tential is calculated using the unrestricted MP2 method, with a
subsequent annihilation of the higher spin components (PMP2).33

Energies corresponding to the ionization from (HOMO-i)

orbitals are then calculated by adding the appropriate excitation
energy of the ionic state to the first ionization potential. We
have used the BHandHLYP functional for the TDDFT calcula-
tion. Comparison with higher-level electronic structure methods
shows that the PMP2 method in a combination with the TDDFT/
BHandHLYP excitation energies provides an accurate estimate
of ionization potentials.34

(b) CASPT2 method. Ionization potentials are calculated at
the CASPT2 level. In this case, 3n states are state-averaged in
the CASSCF wave function of the ion, with an active space
composed of (6n - 1) electrons in 3n orbitals. This choice
guarantees that excitations of all 1b1, 3a1, and 1b2 electrons of
each water molecule into a singly occupied molecular orbital
(SOMO) are included. Dynamical correlation is then added via
a state-specific CASPT2 procedure. A level shift of 0.4 hartree
is applied throughout. Unlike in the previous method, all ionized
states are calculated at the same level.

(c) EOM-IP approach.35 In this method, the ionization
potentials are calculated directly by the EOM-IP-CCSD method,
with excitations described as promotion of electrons from the
highest occupied 3n - 1 orbitals into the SOMO orbital.

We later show that the three approaches yield rather similar
results. In order to model ionization within bulk water, we have
therefore chosen the computationally efficient PMP2/TDDFT
approach for small water clusters combined with a dielectric
continuum description of the surrounding water medium (the
polarizable continuum model, PCM). Since photoionization is
a vertical process, the concept of nonequilibrium solvation has
to be used; only the optical component of the solvent response
has to be included in the calculation.36,37 The reliability of the
PMP2/TDDFT/NonEqPCM approach for a description of ion-
ization in aqueous solutions was tested recently.37

Density functional methods are known to suffer from the
problem of an artificial charge delocalization.38 We have
therefore compared the charge distributions calculated at the
DFT level with those calculated at the single-state CASPT2
level. In both cases, charges were calculated using the Mulliken
scheme. We found that the DFT approach provides an essentially
identical picture of the charge delocalization in water clusters
as the CASPT2 method. For the water trimer (H2O)3 as the case
study, the delocalization of the charge at the CASPT2/aug-cc-
pVDZ level is calculated to be 31, 40, and 35% for the 1b1,
3a1, and 1b2 bands, respectively (100 random geometries from
a Wigner distribution, averaged over all transitions of each
band). At the TDDFT/BH-LYP/aug-cc-pVDZ level, these values
are slightly increased to 32, 46, and 42%.

In order to calculate the shapes of the photoionization spectra
at the ab initio level, we have applied several approximations.

(1) The reflection principle39 was used. In this approach, the
ground state density |Ψi|2 is projected onto the ionized-state
curve and further to the energy axis (see Figure 2). Solvated
water upon the ionization rapidly leaves the Franck-Condon
region, and good performance of the method can therefore be
expected. In this approach, the ionization energy at a given
geometry is determined as the difference between the ionized-
state energy in the respective geometry and the ground-state
energy at its local minimum. The zero-point energy is fully
included in the ground state, while only half of it is accounted
for in the ionized state (representing the kinetic energy of the
excited state). For the calculation of the local minima energies,
the MP2 energy has been used for the CASPT2 calculations
and the CCSD energy in the EOM-IP model.

(2) The photoionization cross section is considered to be
independent of the geometry and of the orbital from which we

Figure 1. Molecular orbitals of the water monomer, dimer, and
tetramer, calculated at the MP2/aug-cc-pVDZ level.
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ionize. The former assumption will affect the shape of the peaks,
while the latter will influence the relative intensities of different
bands. The second approximation can be rather crude; however,
we suggest it might be reasonable for modeling photoionization
spectra obtained with high photon energies. Below, we will
further comment on the quality of this approximation by
comparing the results to experimental values of the cross section.

(3) Due to the previous two approximations, the shape of
the spectrum is defined solely by the ground-state density. There
are two effects potentially playing a role, thermal broadening
of the spectra and broadening due to the quantum delocalization.
Ideally, both effects would be covered by using, for example,
path integral techniques.40 Here, we have identified the quantum
broadening to be the dominant contribution to the spectral
broadening and further omitted the thermal effects (see Sup-
porting Information for details).

Quantum delocalization was described within the harmonic
approximation with frequencies calculated at the MP2 level.
The low-frequency anharmonic modes below 500 cm-1

(62 meV) were completely neglected. To calculate the spectra
via the reflection principle, evaluation of a multidimensional
integral over the ground-state density is required. This has been
done via a Monte Carlo procedure, that is, points from the
multidimensional integral were chosen based on their probability
in the Wigner function and subsequently summed with the same
weight. One thousand sample points were used for (H2O)n,
n ) 1-4 and 600 sample points for the larger clusters with
n ) 5, 6, 8 (400 points in case of the EOM-IP approach).

The ionization potentials for water clusters are not critically
dependent on the choice of the basis set. We have therefore
used a modest choice, the 6-31++g** basis. This allows us to
evaluate photoelectron spectra, including their widths, which
are converged with respect to the Monte Carlo sampling
procedure. A certain quantitative disagreement with the experi-
ment is however necessarily expected. For the vertical ionization

potentials of the water monomer, calculated at the CASPT2/6-
31++g** level, the values of 12.42, 14.69, and 18.94 eV are
found for electrons in 1b1, 3a1, and 1b2 orbitals. This differs
from our experiment, with 12.72(2), 14.92(2), and 18.86(2) eV,
by some tenth of an eV. The origin of these differences may be
attributed partially to the quality of the employed basis set. With
a somewhat larger aug-cc-pVDZ basis, the calculated ionization
energies of 12.57, 14.88, and 18.99 eV are in much better
agreement for both the 1b1 and 3a1 transitions, while the 1b2

energy is still overestimated. Overall, as these deviations are
below 3%, the 6-31++g** basis set is used as a compromise
between the accuracy and feasibility of the calculations. For
the water dimer, the first six ionization energies for a 6-31++g**
basis set are underestimated on average by 0.15 eV with respect
to the aug-cc-pVDZ values.

The following quantum chemical program packages were
used for the calculations: Gaussian (TDDFT, MP2, PCM),41

Molpro (MP2, CASPT2),42 ACES2 (EOMIP-CCSD),43 and
Turbomole (charges in TDDFT).44

Results

Here, we will first discuss the experimental and calculated
results for the gross spectral shape. In a second subsection, we
will treat the size dependence of the ionization energies in detail.

Shape of the Photoelectron Spectrum of Water Clusters.
A representative experimental photoelectron spectrum of a
mixture of water monomers and clusters is shown in Figure 3.
Spectra consist of a series of sharp lines, which represent the
vibrational progression of outer valence photoionization from
monomers superimposed to smooth, structureless features which
we attribute to cluster photoemission. The photoelectron spec-
trum of water monomers is well-known.1,45 Ionization of the
HOMO of 1b1 symmetry (see Figure 1) is hardly of any
influence on the molecular bonding and thus results mainly in
transitions to the molecular ionic vibrational ground state
(V′ ) 0), the adiabatic peak. Ionization of the 3a1 orbitals results
in a cation of linear equilibrium geometry and thus in strong
bending excitations, and ionization of the 1b2 orbital leads to a

Figure 2. Sketch of the reflection principle, which was used to estimate
nuclear effects on the positions of spectral lines (see text for details).
A molecule in its ground state (lower potential curve, solid line) is
excited by a vertical ionization process (that is, photoionization, electron
impact ionization). The upper configuration has a dissociative potential
curve (upper solid line) at the ground-state geometry. The probability
density |Ψi|2 of the ground-state wave function (lower, horizontal gray
shaded region) is thus mapped onto an energy distribution in the
ionization spectrum (vertical, gray shaded region). V and E designate
potential energy and photoionization energy axes, respectively, with
Ve as the value at the equilibrium configuration Re; σ designates the
photoionization cross section. For simplicity, only one nuclear coor-
dinate is drawn. The application to ionized states with a bound potential
is analogous.

Figure 3. Outer valence photoelectron spectrum of a mixture of water
clusters and uncondensed water molecules. Sharp lines result from the
vibrational structure of the monomers.1 Features are assigned to
ionization of the three outer valence orbitals of water as designated in
the figure. The shift of the cluster HOMO peak to the adiabatic line of
the monomer, ∆E, is discussed below.
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rather complicated final-state dynamics.45,46 In our spectra, we
avoided the use of a seeding gas and, possibly because of that,
encountered a somewhat larger contribution of monomer
photoemission than in earlier work.4,5

The full valence band photoelectron spectrum of water
clusters with 〈N〉 ) 100 is shown in Figure 4. Additionally to
the outer valence structure discussed below, the spectrum shows
the water inner valence orbital (2a1) at a binding energy of
32.0 eV, in between the gas-phase reference value of 32.6 eV2,31

and the orbital energy in the liquid of 30.9(1) eV.2 The
photoelectron line from this state is broad already in the gas
phase. This might be due to an admixture of satellite (2h-1p)
states in this binding energy region, as discussed in ref 46.

It is interesting to compare our experimental spectra to our
calculations. In order to do so, for hν ) 30 eV (Figure 3), a
reference spectrum recorded with an uncondensed beam was
subtracted to yield the cluster photoelectron spectrum in
Figure 5, bottom panel (see Experimental Section for details).
After subtraction of the monomer contribution, all fine structure
in the spectrum is gone, although our apparatus resolution would
certainly suffice to resolve more details. This is attributed to
the multitude of electronic and vibrational states in clusters,
which smears out finer details of the structure. The 3a1 band is
broadened to a larger extent than the remaining two orbitals as
the former undergoes a splitting due to its participation in the
hydrogen bonding between the clusters (see below). Contrary
to the situation in the gas phase, photoemission from this band
overlaps with features of the 1b1 orbital, which participates to
some extent in hydrogen bonding of larger structures. The
remaining weak structure on the 1b2 cluster line may result from
imperfections in the scaling of the subtracted monomer spectrum.

Qualitatively, the comparison of our calculated peak shapes
to both our experimental cluster spectrum as well as the literature
spectrum of liquid water is fully satisfactory. This corroborates
that our approach of calculating ionization energies and then
adding breadth to the spectra by taking into account the ground-
state (zero point) vibrations includes the main factors. Note that
the calculated spectrum of the (H2O)6 prism for the comparison
with liquid water additionally contains solvent effects modeled
by the polarizable continuum (PCM) approach.

The intensities of the two more strongly bound valence
orbitals, relative to the 1b1 peak, are compared to literature data
in Table 1. For a photon energy of 30 eV and gaseous water,
the agreement between different literature data sets is far from

perfect, while our gas-phase data are in between. For clusters,
intensities are smaller for both orbitals considered here; however,
deviations from unity (as assumed in the calculations) are still
below 30%. For a photon energy of 60 eV, the agreement
between all gas-phase data is satisfactory, and differences of
the cluster cross sections to the molecular ones are hardly
significant. In a recent study on Ar, some of the authors found
intracluster inelastic scattering to be the only source of deviations
between gas-phase and cluster photoionization cross sections.47

With respect to the liquid data, we note that these were derived
from measurements at θ ) 90° relative to the photon polariza-
tion direction, and cross sections were calculated using angular
distribution parameters from the monomer. The good agreement
of our calculations to the measured data (top panel in Figure 5)

Figure 4. Complete valence photoelectron spectrum of a mixture of
water clusters and uncondensed water molecules.

Figure 5. Bottom panel: Outer valence photoelectron spectrum of water
clusters, comparison of experiment (symbols: 〈N〉 ) 35, hν ) 30 eV)
to theory (solid line: (H2O)6 prism, PMP2/TDDFT approach). Top
panel: Outer valence photoelectron spectrum of water, comparison of
theory (light solid line: (H2O)6 prism, PMP2/TDDFT approach, solvent
effects taken into account by the PCM model) to experimental liquid
water spectrum (dark solid line, from Winter et al.2). For reference,
the latter spectrum is repeated in the bottom panel as a dotted line.

TABLE 1: Valence Cross Sections of Water Clusters
Compared to Values for Gaseous and Liquid Watera

photon energy (eV) 3a1 1b2

cluster, 〈N〉 ) 30 30 0.68(8) 0.93(15)
gas 30 0.80(4) 1.26(18)
gas (ref 32) 30 0.71(4) 1.23(5)
gas (ref 31) 30 0.97(3) 1.15(6)
cluster, 〈N〉 ≈ 8 61 0.85(10) 0.90(10)
gas 61 0.86(2) 0.77(5)
gas (ref 31) 60 0.89(1) 0.77(1)
gas (ref 2) 60 0.84 0.79
liquid (ref 2) 60 0.69 0.39

a Cross sections of the 3a1 and 1b2 state are given relative to the
1b1 line.
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suggests that, in fact, the � parameters are more isotropic for
the liquid. This can easily be understood as an effect of elastic
scattering and has been seen, for example, in photoionization
studies of Xe clusters.48

A splitting of the 3a1 peak has been discussed in earlier work
on water (e.g., ref 2). It has been argued that this peak splits
into two components due to its contribution to hydrogen
bonding. Spectroscopic evidence for this is convincingly seen
in high-photon-energy (530 eV) photoelectron spectra of ice.15

In our spectra as well as in photoelectron spectra (PES) of liquid
water at lower photon energy, the 3a1 state is certainly
broadened. However, whether this broadening results from two
underlying Gaussians, which overlap to an extent that they can
no longer be distinguished, is a matter of interpretation. Our
calculations reproduce the peak width well but do not support
the existence of two separate components. As the amount of
splitting is configuration-dependent,15 this might be due to
averaging over different bonding motifs.

Size Dependence of Water Cluster Ionization Energies.
To study the evolution of these features from small clusters
toward the infinitely extended liquid, we have recorded a series
of spectra of the least strongly bound orbital in which the cluster
mean size was varied by changing the expansion temperature
(Figure 6). As expected, the binding energy decreases with
cluster size and slowly (with 〈N〉-1/3) converges to the liquid
asymptotic value. While the convergence of peak positions is
slow, the bandwidth even for clusters of only a few molecules
has nearly the same value as that in the liquid. We will now
investigate the evolution of peak positions for smaller clusters
in some detail and will discuss the convergence toward the liquid
limit after that.

For the smallest cluster sizes, we have extracted vertical
ionization potentials from our calculations by fitting linear
combinations of Gaussian profiles to the calculated spectra, of

which one example is shown in Figure 5. The peak maxima
found are compared for different calculational methods and
different sizes in Figure 7. Full parameters of the Gaussian fits
(i.e., positions, widths, and relative intensities of the 1b1, 3a1,
and 1b2 peaks) are collected in the Supporting Information. We
conclude that the three very different approaches (PMP2/
TDDFT, CASPT2, and EOM-IP methods) are mutually con-
sistent, with differences of less than 0.3 eV in peak positions.
Qualitatively, the same conclusions hold for relative intensities
and full widths at half of the maxima. The agreement between
theoretical predictions and the experiment for the water mono-
mer is reasonable both for the PMP2/TDDFT and CASPT2
methods. The ionization energies calculated with the compu-
tationally most demanding EOM-IP method surprisingly deviate
most from the experimental value for a water monomer, while
for larger clusters, parameters from different methods essentially
coincide. This can probably be attributed to the influence of
the basis set, as shown in ref 19. Therefore, for larger clusters,
we have modeled the ionization spectra using the most efficient
PMP2/TDDFT scheme.

Similarly to isolated molecular water, also the water dimer
represents a special case. The first two ionization potentials
(corresponding to ionization from the same orbital) are separated
in the equilibrium geometry by about 1.5 eV.17 This split is a
consequence of the nonequivalence of the two water molecules,
one acting as a donor and the second as an acceptor of the
hydrogen bond. The hydrogen-bond-donor molecule after
ionization is significantly stabilized by interaction with the
acceptor molecule. Its ionization potential is therefore lowered
with respect to the isolated water molecule. For the same reason,
the ionization potential corresponding to electron emission from
the hydrogen-bond-acceptor molecule is found to increase. In
larger water clusters, each molecule plays both roles of donor
and acceptor, and no stabilization of particular ionized states
occurs, as seen by the delocalization of the molecular orbitals
of the water tetramer (H2O)4 seen in Figure 1.

The comparison of calculated peak maxima to experiment is
somewhat hampered by the fact that a jet of clusters produced
in a supersonic expansion inevitably contains a distribution of

Figure 6. Photoelectron spectra of a water cluster jet with different
values of the cluster mean size 〈N〉, namely, 4.5, 17, 65, and 108 from
bottom to top. Spectra were normalized to equal height of the V′ ) 0
monomer peak. With increasing size, the degree of condensation
increases; thus, the cluster feature increases in intensity. Maxima of
the cluster HOMO line are marked with a symbol and connected to
guide the eye. Similar line positions are found from least-squares fits
with Gaussian profiles (line without symbols). Arrows pointing
downward: Theoretical binding energy for (H2O)8 with liquid sur-
roundings (PMP2/TDDFT/PCM approach, see text for details) and the
experimental value for liquid water.2 Arrow pointing upward: Theoreti-
cal binding energy for (H2O)4 (PMP2/TDDFT).

Figure 7. Size dependence of the vertical ionization energy of water
clusters: Comparison of different calculational methods with each other,
with experiment, and with the limiting values for gas-phase1 and liquid
water.2 Small symbols: Calculated values (+: CASPT2), (circles: EOM-
IP), (triangle: PMP2/TDDFT) (downward pointing triangle: PMP2/
TDDFT/PCM). Large symbols: Measured values. The horizontal error
bar of the cluster experimental value reflects the approximate width of
the cluster size distribution. For the water dimer, inequivalence between
the hydrogen donor and the acceptor molecule leads to two different
values for the ionization potential (see text for details). For the water
hexamer (H2O)6, two isomers are included.

13524 J. Phys. Chem. A, Vol. 113, No. 48, 2009 Barth et al.



cluster sizes. Allowing for that, the agreement of our experi-
mental value with the calculations is very good. A complemen-
tary assessment of the quality of our calculations can be carried
out by comparing them to measured appearance energies, which
have recently been collected in a systematic fashion in ref 11.
Compared to the vertical ionization energies, cluster-size-
resolved values of the appearance energies are measured
relatively straightforward by recording partial ion yield spectra
versus photon energy.11 The measured appearance energies for
the (H2O)n, n ) 3-80, series converge to a value of
10.6 ( 0.2 eV.11 That is, thus far, the bulk limit of 9.9 eV2 is
not reached. From a theoretical point of view, the appearance
energy is a quantity which simultaneously tests the quality of
the calculated peak positions and the peak widths. Our calcula-
tions agree quantitatively with the experimental values of the
appearance energies, with the exception of the values for the
water monomer and dimer. Interestingly, for solvated water
clusters, the bulk experimental value of 9.9 eV is reached already
in the calculation for the (H2O)3 configuration. For more details,
see the Supporting Information.

Two factors can be isolated, which together are causing the
trend toward lower ionization potentials with increasing cluster
size that is seen in both our measurements and calculations.
These are charge delocalization between neighboring water
molecules17 and long-range polarization.14 The former describes
the trend of the final-state charge to become distributed over
several molecules, if these form an extended system. In our
calculations, we have quantified this final-state property by doing
a Mulliken charge analysis, averaged over a number of cluster
geometries. As an example of the results in Table 2, we collect
the average charge on the two most positive molecules within
a cluster of size N. While 93% of the positive charge lays on
the donor molecule in the exceptional water dimer case, the
charge distribution for (H2O)n, n ) 3-6, 8, shows a charge of
0.68 ( 0.04 |e| on the most strongly charged water molecule,
with no apparent trend for an increasing size of the system.
This situation differs markedly from the charge distribution
determined for cluster ions in the local minimum geometry. For
example, for the first ionization transition in the (H2O)4 cluster,
all water molecules participate almost equally in the ionization
process.17 However, localization of the charge appears when
the molecule moves away from the symmetric local minimum
configuration (Table 2).

We now turn to a discussion of larger cluster sizes, for which,
from this study, only experimental values are available. In
Figure 8, we show the shift of the cluster HOMO binding energy
relative to the water monomer as a function of inverse cluster
radius, which is proportional to N-1/3. It was argued earlier that
the cluster size dependence of binding energies in large,
nonconducting clusters can be explained by regarding them as
a continuous dielectric sphere which is polarized by introduction

of a positive charge.49,50 Work is needed to polarize the dielectric
substance surrounding the charge, and because of that, lower
binding energies are found for larger cluster sizes. The
asymptotic value for the infinite liquid is the Gibbs energy of
solvation ∆G, which can be calculated by the Born equation
for a single vacancy2,51

Here, R is the size of the cavity surrounding the vacancy. For
ε, in this application of the Born equation, the permittivity of
water at optical frequencies should be used as only contributions
from polarization of the electron charge cloud are relevant for
the screening in photoionization. It has been shown by Winter
et al.2 that this equation reproduces the energy shift of the liquid
(1.45 eV) when an effective cavity radius of R ) 2.24 Å,
suggested in simulations,52 and a permittivity of ε ) n2 ) 1.8
(n: refractive index53) are used. For finite clusters, eq 1 has to
be modified by replacing the last factor R-1 with (R-1 - Rcl

-1),
where Rcl represents the cluster radius as approximated by
continuum theory.50 From that, we see that continuum theory
applied to our clusters leads to a straight line in Figure 8, which
connects the asymptotic data points for the monomer and the
liquid. Within the limits of accuracy of the present experiment,
the data shown in Figure 6 follow this behavior. The two
additional data points, derived from the overview spectrum in
Figure 4 and the data series used for the H2O, D2O comparison,
reasonably agree with this trend as well. Equation 1, modified
to finite cluster size, is rigorously valid only for a vacancy in
the exact center of the (assumed spherical) cluster, while for
all other sites, slightly lower energy shifts follow.50 This might
be part of the explanation for the deviation of the two latter
data points.

The linear relationship between ionization energy and inverse
cluster radius observed in Figure 8 and reproduced by eq 1
suggests that this equation can be inverted to provide an
empirical measure of the cluster size in an ionization experiment

TABLE 2: Average Mulliken Charges q1 and q2 on the Two
Most Strongly Charged Water Molecules for the First
Ionized State of (H2O)n Clusters, Calculated at the TDDFT/
BHandHLYP/6-31++g** Level and Averaged over 1000
(n ) 2-4) and 600 (n ) 5, 6, 8) Geometries, Respectively

molecule q1 q2

(H2O)2 0.931 0.069
(H2O)3 0.695 0.226
(H2O)4 0.695 0.187
(H2O)5 0.623 0.206
(H2O)6, cage 0.676 0.178
(H2O)6, prism 0.701 0.209
(H2O)8 0.709 0.143

Figure 8. Vertical ionization energies of water clusters relative to
the adiabatic ionization energy of molecular water. Crosses: Size-
dependent data from Figure 6 (shift of the peak maxima; symbols
have been connected to guide the eye). Open circles: Other data
(see text). Error bars are about the symbol size. The value for liquid
water is from ref 2.

∆G ) - e2

8πε0
(1 - 1

ε ) 1
R

(1)
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Here, Emono and Eb denote the binding energy of the monomer
adiabatic peak (12.615 eV) and the observed binding energy of
the cluster signal, respectively. For best agreement with our
results, a value for ∆G of 1.4 eV should be used, which is
50 meV lower than the value observed for a liquid jet.2 Of
course, due to the cubic dependence on the energy difference,
eq 2 is not of very high accuracy. As an application example,
we have calculated the cluster size in the experiment used to
determine the outer valence relative ionization cross sections
(Table 1). For an energy difference Emono - Eb of 0.66, we arrive
at a mean cluster size of approximately 7, with an error of (25%
from the uncertainty of the experimental energy determination,
notwithstanding any systematical shortcomings of our model.

Comparison with D2O. To assess the importance of zero-
point fluctuations, and more generally of cluster geometry
effects, on the ionization spectra, it is interesting to compare
the water spectra to the ones of deuterated water. We have
recorded such spectra as described in the Experimental Section.
Visually, spectra of both isotopes at equal photon energy are
very similar, apart from the well-known differences in the
vibrational frequencies of the monomer.1 When both sets of
spectra are subjected to a least-squares analysis, vertical
ionization energies of the normal and deuterated water clusters
of 11.69 and 11.74 eV are found. The binding energy difference
which follows is 52(4) meV. This difference cannot be explained
by the small difference in mean size 〈N〉 of the clusters, which
by linear interpolation of Figure 8 would give a shift of 18 meV
in the other direction. Nominal binding energies for both sets
of spectra were corrected to reproduce the values of the
monomer adiabatic peak1 (H2O: 12.615 eV; D2O: 12.633 eV).
The experimental error includes the variance from the measured
data sets only, but no assessment of inaccuracies of the
underlying reference data is made. Binding energies calculated
within the PMP2/TDDFT approach for the tetramer and the
prism-shaped hexamer of deuterated water give larger absolute
values of the binding energy for clusters from deuterated water,
which reproduces the trend shown in the experiment. This once
again corroborates that our theoretical method of quantum
sampling is well-suited to describe the influence of cluster
geometry on the ionization spectra. Full numerical details are
given in the Supporting Information.

Discussion

Here, we will relate our findings to a number of other results
of cluster photoionization and cluster structure research.

The lack of apparent structure in the cluster photoelectron
lines shown in Figure 3 is in contrast to results from photo-
electron spectroscopy on noble gas clusters. For those systems,
frequently, a surface-to-bulk splitting in photolines from all but
the outermost valence orbitals is observed.49,50,54,55 In at least
one instance, even three different inequivalent sites (bulk atoms
and surface atoms with two different coordination numbers)
were distinguished spectroscopically.56 A generally accepted
explanation of these effects is the difference in polarization
screening, which results from the site-dependent differences in
the coordination of the ionized atom. Typical surface-to-bulk
shifts are values like 185 (Ne 2s) or 300 meV (Ar 3s).54,55 In
water clusters, these values seem to be exceeded by the line
broadening due to geometric initial-state effects (see above) and
final-state effects from ionization on different points of the
cluster ion potential curve.

The broadening of the core-level photoelectron spectrum of
water clusters has recently been investigated experimentally and
theoretically.5,57,58 The core-level spectra are as unstructured as
our valence HOMO spectra. Phenomenologically, these authors
find monomer-to-cluster shifts of approximately 1.3 eV for
〈N〉 ) 12 and 1.6 eV for 〈N〉 ) 45 cluster. These values are
about 0.5-0.6 eV larger than our valence PES shifts. The
measured core-level shift for liquid water is also larger than
the value for valence orbitals, namely, 1.8 eV.59 The difference
between core- and valence-level shifts might be from the
contribution of band structure (initial-state) effects, which can
contribute to the observed valence ionization energies, while
the initial state in core-level photoionization is simple.50 A
theoretical model has been presented in refs 57 and 58 to explain
the shift and the shape of the observed PES by calculating core-
level binding energies for typical coordination configurations
of a water molecule. Spectra were then simulated by assembling
these values according to geometrical information retrieved from
molecular dynamics simulation. The results confirmed the
measured spectra in general and, in particular, the absence of
an observable bulk-to-surface splitting in water clusters. Core-
level binding energy differences of different structural motifs
were also investigated for liquid water.59 In this work, calcula-
tions of binding energy differences on the Hartree-Fock level
were used to interpret depth-specific photoionization experiments
using X-rays of variable energy. Both of these works58,59 find a
rather smooth variation of binding energy, with double-donor
configurations on the least strongly and single-donor configura-
tions on the more strongly bound side.

Simulated structures of larger water clusters (N ) 20-1000)
were also compared to experiments using IR spectroscopy of
the OH stretching vibrations.60 For clusters with sizes larger
than 〈N〉 < 200, two components corresponding to surface and
subsurface molecules can be distinguished in the vibrational
spectrum, and for sizes larger than 〈N〉 < 1000, a third
component corresponding to the crystalline core can be resolved.
One could argue that the clusters probed in this work are too
small to reflect any of these site dependencies in the photo-
electron spectrum; however, water clusters estimated to be much
larger (refs 4 and 5) failed to show any site-dependent structure
of the valence photoelectron spectrum either.

Summary and Conclusion

Summarizing we have presented a comprehensive study of
valence photoionization of water clusters. The line shapes main-
ly result from orbital energy differences for different clus-
ter geometries. They were successfully modeled by electronic
structure calculations supplemented by taking into account a
quantum distribution of initial state geometries. The line
positions are influenced by final state effects (charge delocal-
ization) for the smaller and long range polarization for the larger
clusters. Above about 〈N〉 ) 8, binding energies were found to
decrease linearly as a function of inverse cluster radius. We
suggest that this empirically found relationship (Figure 8) can
be used to estimate the mean size of cluster ensembles, for which
a scaling law28 is not applicable, e.g. for a seeded cluster jet, or
as a consistency check of the scaling law results.
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